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A B S T R A C T   

Most collaborative filtering recommendation algorithms rely too much on the user’s historical rating data. 
However, selection bias is common in explicit feedback data, which makes the learning of user preferences face 
more challenges. We verify the influence of selection bias on topN recommendation, and propose a data filling 
strategy using uninteresting items based on temporal visibility to alleviate the selection bias in the data. Spe
cifically, our method includes a weighted matrix factorization model to learn users’ pre-use preferences for 
unrated items. According to the experience of items that users have seen but not interacted show negative 
preferences, we combine user activity, item popularity and temporal rating information to carry out non-uniform 
weighting to evaluate the confidence of unrated items as a negative example. Then the items with low pre-use 
preferences are taken as uninteresting items and filled in a low value to restore the user’s real rating distribu
tion. Experiments on two real world datasets show that our algorithm can effectively alleviate the selection bias 
and improve the recommendation accuracy.   

1. Introduction 

At the times of information explosion, recommender system plays an 
important role in alleviating information overload. It has been widely 
used by many online services such as e-commerce, online news and 
social media websites. It is also a widely concerned research in academia 
and industry (Lu et al., 2015).Collaborative filtering is one of the most 
widely used and deeply studied algorithms in recommender system. 
Collaborative filtering algorithm learns user preferences and makes 
recommendations based on user historical behavior data (Ha & Lee, 
2017). User behavior data can be divided into two categories: explicit 
feedback data (such as rating, comments) and implicit feedback data 
(such as purchase, click). Explicit feedback data is mainly used for rating 
prediction, most algorithms try to directly model the observed rating 
data to predict the unrated items. However, the selection bias of explicit 
feedback data makes the recommendation algorithm trained based on 
such data unreliable on topN recommendation. For example, user will 
only rate a movie if he/she has been exposed to the movie. Due to the 
large number of movies and the wide use of recommendation algo
rithms, each user may not have equal access to each movie, which will 
lead to the missing value in the rating matrix not at random (Marlin & 

Zemel, 2009). This is referred to as the Missing-Not-At-Random (MNAR) 
problem (Marlin et al., 2007; Marlin & Zemel, 2009). In short, the 
method based on explicit feedback cannot be directly used in topN 
recommendation scenarios in which selection bias must be effectively 
corrected. 

Recently, most algorithms use implicit feedback data for topN 
recommendation.Implicit feedback data considers both observed data 
and missing data, so it is not affected by selection bias. The advantage of 
implicit feedback is that it makes full use of the negative preferences 
implied by missing data (Jawaheer, Szomszor & Kostkova, 2010). 
However, compared with explicit feedback, implicit feedback is not 
clear about the expression of user preferences and cannot express the 
degree of preferences (Xue et al., 2017). In other words, the method 
based on implicit feedback can not guarantee that users have high post- 
use preference for recommended items (Sarkar, Mitsui, Liu, & Shah, 
2020). Whether the pre-use preference expressed by implicit feedback 
can be applied to explicit feedback to alleviate selection bias is worth 
discussing. 

Therefore, in this work we address the following research questions: 
RQ1: How does the selection bias of explicit feedback affect the data 

distribution and recommendation results? 
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RQ2: Whether modeling pre-use preferences with implicit feedback 
information and temporal rating information can effectively identify 
uninteresting items? 

RQ3: Whether the filling strategy based on uninteresting items can 
alleviate the selection bias? Whether the explicit feedback method of 
alleviating the selection bias is more effective than the implicit feedback 
method? 

In this paper, we demonstrate that selection bias will lead to the bias 
of rating distribution towards high rating, and its impact on recom
mendation accuracy is obvious. We propose a weighted matrix factor
ization model based on implicit feedback to identify uninteresting items, 
combine user activity, item popularity and temporal rating information 
to carry out non-uniform weighting. Our experimental show that our 
filling strategy can effectively alleviate the influence of selection bias, 
significantly improve the accuracy of topN recommendation, and its 
performance is better than the method using only implicit feedback. 

The goal of this work is to provide a general data filling strategy for 
the method based on explicit feedback to alleviate the selection bias and 
make it suitable for topN recommendation. The remainder of this paper 
is structured as follows. Section 2 analyses the limitations of existing 
collaborative filtering algorithms in topN recommendation and existing 
related works. Section 3 introduces our algorithm in detail. Section 4 
carries out experiments and corresponding analysis, and section 5 
summarizes the results and provides an outlook on further work. 

2. Related work 

2.1. Limitation of explicit feedback method 

The collaborative filtering algorithm based on explicit feedback has 
obvious differences in rating prediction and topN recommendation. The 
algorithm that works well in the rating prediction is not necessarily 
effective in the topN recommendation. Steck (2013) found that the main 
difference between the two scenarios lies in the training and test data. 
Rating prediction is only related to the observed ratings. In order to 
evaluate the accuracy of the rating prediction, the existing studies often 
predict only rated items to calculate the error. TopN recommendation 
often need to predict and rank all missing ratings. Learning user pref
erences only from the observed ratings can accurately predict the actual 
rated items, but it is not enough to effectively predict all unrated items. 
The main reason lies in the sparsity of ratings and user selection bias. 

Firstly, data sparsity is a common challenge for collaborative 
filtering algorithms. In the real world, users often rate only a small 
number of items, and most items lack ratings (Da Silva, De Moura Junior 
& Caloba, 2018). Collaborative filtering algorithm is difficult to accu
rately learn users’ real preferences. Secondly, the observed ratings has 
user selection bias, and users tend to choose items that may bring them 
high satisfaction and ignore those items that may bring low satisfaction 
(Chen et al., 2020). In other words, the result of users’ choice and the 
observed ratings are missing not at random (Chen, Yeh, & Ma, 2021). 
This leads to high rating in most of the observed ratings and low ratings 
in only a small part. The rating distribution of the data set used in this 
paper also conforms to this situation. In contrast, many researches have 
shown that in the real world, users are often only interested in a small 
number of items, and most items are not interested (Hwang et al., 2016). 
Due to user selection bias, observed ratings are not a representative 
sample of all ratings, which tend to reflect users’ positive preferences. 
Many items that may indicate users’ negative preferences are not uti
lized due to lack of rating. 

The existing collaborative filtering algorithms often only consider 
the observed ratings, ignore the impact of data sparsity and user selec
tion bias. It is difficult to balance the positive and negative preferences 
of users, and there is bias in the prediction rating and ranking of missing 
data, resulting in poor topN recommendation effect. Therefore, how to 
effectively mine and utilize the user preferences implied by missing data 
is the key of this paper. 

2.2. Existing work analysis 

For the use of missing data, data filling is a direct and effective 
means. The simplest filling method is to fill the rating matrix with the 
rating mean and mode of users or items (Cheng, Feng & Gui, 2019), but 
the filling value is single and the difference between users and items is 
ignored, so the reliability is not strong. Many researches implement 
rating prediction algorithms based on observed ratings, and the missing 
items are filled in with the predicted value of the rating prediction al
gorithm. Ma, King & Lyu (2007) proposed an effective missing data 
prediction method (EMDP), which fills in missing values in combination 
with the prediction rating based on user and item based collaborative 
filtering algorithm, and gives priority to filling in highly reliable data. 
Ren et al. (2012)proposed automatic filling and adaptive maximum 
filling methods, which can adaptively consider the neighborhood in
formation from the perspective of users and items to identify and fill in 
the key missing data in each prediction. Preliminary Data-based Matrix 
Factorization (PDMF) proposed by Yuan et al. (2021) generates pre
liminary prediction data based on neighborhood-based methods, which 
can make full use of the imputed data to alleviate data sparsity. 
Although the above methods can effectively alleviate the data sparsity 
and have good effect in the rating prediction, the effect in the topN 
recommendation is not ideal, because they all overestimate the rating of 
missing data. 

In recent years, with the further development of data enhancement 
technology, the traditional data filling methods are also being improved. 
In fact, some traditional data filling methods such as BPR(Bayesian 
Personalized Ranking), which are widely used in recommender systems, 
can be also seen as implicit data enhancement methods. For example, 
BPR can expand the user vector into user matrix, so as to convert the user 
item pair into a triplet of the user and two items, thereby indicating the 
user’s preference difference between items (Rendle et al., 2012). In 
many other recommender system methods, data enhancement methods 
are also widely combined to produce new effects (Nguyen et al, 2022). 
For example, CDAE uses autoencoder to increase the potential factor of 
each user in the input of collaborative filtering, thus enhancing the 
ability of denoising autoencoder (Wu et al, 2016). 

Since the user rating used by the recommender system is a kind of 
data with various bias, it cannot completely and objectively reflect the 
real preference of users. Therefore, in recent years, with the continuous 
deepening of data bias research, exploring effective methods for data 
enhancement from the perspective of data bias elimination has become a 
widely concerned research point (Liao et al, 2021). For example, 
Ashokan discusses different types of bias and proposes various defini
tions of fairness, and designs a new bias mitigation strategy to solve the 
potential unfairness of the rating in recommender system (Ashokan & 
Haas, 2021). Misztal-Radecka and Indurkhya (2021) proves that the 
generated recommendations are often optimized for the mainstream 
trend, and proposes a bias aware hierarchical clustering algorithm to 
detect and describe the user groups that may be discriminated in a given 
recommendation algorithm. Deldjoo, Bellogin and Di Noia (2021) 
investigated the impact of recent data characteristics on the perfor
mance of classical recommender systems, and proved that it is more 
difficult to explain the change of performance than accuracy when 
dealing with the level of fairness. However, little attention has been paid 
to the selection bias in explicit feedback and its impact on topN 
recommendation, which is the focus of this paper. 

Since most of the existing filling algorithms train the model based on 
the existing rating data, they often do not take into account the user 
selection bias of the observed ratings, so most filling ratings are high. 
Chae et al. (2019) also noticed this problem and found that if the model 
learns such a high rating from the observed ratings, it will also generate 
high ratings for most unrated items. Although most unrated items 
indicate user’s negative preference, many existing methods are still 
likely to fill them with high ratings. These overestimated ratings will 
further aggravate the phenomenon of high observed ratings. Although 
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this kind of filling algorithm alleviates the data sparsity, it does not take 
into account the impact of user selection bias, which makes it difficult 
for the collaborative filtering algorithm to learn the user’s real prefer
ence for missing data, and the topN recommendation effect is even 
worse. We will verify this in experiment 4.2. 

Of course, some researches recognize that most unrated items indi
cate negative preferences of users. For example, pureSVD simply uses 
0 to fill all unrated items, and then directly performs traditional singular 
value decomposition (Cremonesi, Koren & Turrin, 2010). Steck (2010) 
gives all unrated items a uniform low value, and believes that the un
rated items carry the user’s negative preference information. These 
methods fill all unrated items with a unified low value, and the topN 
recommendation effect is significantly improved, because they make full 
use of the implied negative preference of missing data and substantially 
alleviate the impact of user selection bias. However, these methods often 
simply regard all unrated items as uninteresting items, and does not take 
into account that the unrated items also include items that may be of 
interest to users. Pan Pan et al. (2021) proposes a deep learning 
component to learn the dynamic score history embedding of each user to 
estimate the probability distribution of items scored by users in order. 
These estimated dynamic exposure probabilities are then used as pro
pensity scores. However, this method relies heavily on the availability of 
propensity scores and cannot be extended to other algorithms. 

3. Principle and design of method 

3.1. Basic idea of method 

In view of the above analysis, we proposes a data filling method 
based on uninterested items. Firstly, it accurately identify items in the 
missing data that are not of interest to the user, and then fill them with 
low values. It alleviates the data sparsity and solves the influence of user 
selection bias, so as to effectively enhance the topN recommendation 
performance. Secondly, the key is how to identify the items in the 
missing data that the user is not interested in. Unrated items can be 
caused by the following two reasons (Chen et al., 2021):  

1) The user has not seen the item and does not know its existence so that 
there is no rating.  

2) The user saw the item and knew its existence but was not interested 
in it so that there was no rating. 

The second type obviously shows the user’s negative preference 
(Liang et al., 2016). Those items can be defined as uninteresting items. 
In order to identify the uninteresting items in the missing data, we uses 
the expression method of pre-use preference to divide users’ preference 
for items into pre-use preference and post-use preference (Hwang et al., 
2016). Pre-use preference is the user’s impression of the item before use, 
which determines whether the user interacts with the item. The post-use 
preference determines the user’s rating of the item after actual use. 

Elahi Elahi et al. (2021)find that a few popular users/items get more 
popular and many unpopular users/items get more unpopular. Active 
users have higher visibility of popular items during their active period. 
For users, the items with higher visibility are more likely to be unin
teresting if they are not interacted. In other words, users have low pre- 
use preference for those items. Therefore, we proposes a weighted ma
trix factorization algorithm based on item temporal visibility(Item 
Temporal Visibility- element-wise Alternating Least Squares, ITV-eALS) 
to model and train the pre-use preference of missing data. We combine 
user activity, item popularity and time factors to comprehensively 
measure the visibility of items to users, and use temporal visibility to 
non-uniformly weight missing data for calculating their pre-use prefer
ences. Then, we identify items with low pre-use preference in missing 
data as uninteresting items and fill them with low values. Finally, the 
filled rating matrix is directly applied to the existing collaborative 
filtering algorithms. It is worth noting that pre-use preferences reflect 

whether users are willing to interact with items, which is essentially an 
implicit feedback. Our approach actually combines item temporal visi
bility and implicit feedback to identify the uninteresting items in the 
missing data, so that both the explicit rating data and the missing data 
can be fully utilized. The problem that the observed ratings with selec
tion bias can be alleviated since the distribution of rating data conforms 
to the real preference of users. 

3.2. Pre-use preference analysis 

Pre-use preferences are generally based on the user’s preference for 
the external features of the item, which can be obtained without actual 
use, such as the type of film, starring, etc. Post-use preference depends 
on the user’s preference for the internal characteristics of the item, such 
as film storyline. For items with low pre-use preferences, users will not 
interact when they see them. It can be inferred that their post-use 
preference is very low, that is, the rating is very low. 

For the items rated by users, it can be simply inferred that their pre- 
use preference is very high. The challenge is how to accurately infer the 
pre-use preference of unrated items. This is a one-class problem (Pan 
et al., 2008), that is to say, the observed ratings are positive samples and 
lack of negative samples. When implicit feedback lacks negative sam
ples, existing researches have proposed two strategies to deal with it. 
One is sample-based learning (He & McAuley, 2016), which extracts 
negative samples from missing data. The other is whole-data-based 
learning, which regards all missing data as negative samples and give 
them weight as the confidence that they are negative examples. The 
former does not need to consider all missing data and has high effi
ciency, which inevitably has the risk of losing valuable information and 
poor robustness of the model. The latter uses all the data, with higher 
coverage but lower efficiency. In order to maintain the robustness of the 
model, we use whole-data based learning. Weighted Regularized Matrix 
Factorization (WRMF) takes all missing data as negative samples and 
assigns small unified weights (Hu, Koren & Volinsky, 2008). It is 
considered that the unrated items have the same confidence as negative 
samples, but this is inconsistent with the actual situation. The element- 
wise alternative least squares(eALS) non-uniformly weighted the un
rated items based on the popularity of items (He, Zhang, Kan & Chua, 
2016). The more popular items are easy to be seen by users if the user 
does not interact, the higher the confidence of the negative sample has, 
and a higher weight should be given. However, these methods do not 
take into account the differences between users and the impact of time 
factors on popularity. 

Most of these current methods are based on an experience that see- 
but-not-interact items show users’ negative preferences. The more 
likely an item is to be seen by the user and the user does not interact, the 
higher the confidence that it is a negative example. The key is how to 
accurately infer whether the user sees the item. At present, the popular 
method is to use the popularity of items to infer the visibility of items to 
users, but the reliability is not high. In fact, users with different activities 
have different visibility to items, and the popularity of items changes 
over time (He et al., 2014). We will propose a more fine-grained 
weighting scheme. At the same time, in order to alleviate the effi
ciency problem caused by overall data learning, we use eALS to optimize 
the objective algorithm. eALS provides a new idea for processing 
weighted matrix factorization to optimize parameters at the element 
level. It avoids the need of matrix inversion in traditional ALS matrix 
factorization and improves the efficiency. 

3.3. ITV-eALS model 

In the current Web 2.0 era, many websites display popular items in 
their recommendation interface. Generally speaking, popular items are 
easier to be seen by users. Many researches have shown that inactive 
users tend to browse popular items, while unpopular items are more 
likely to be browsed by active users (He et al., 2014). It is worth noting 
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that the popularity of items changes over time, and the display of pop
ular items on the website is also real-time. Only when users are active 
can popular items really be seen by users. Based on the above point of 
view, we combines the popularity of items and the sum of user activity 
during the active period of users to measure the visibility of items to 
users, and non uniformly weights the unrated items. 

Firstly, the original rating matrix R = (rui)m×n is used to construct the 
pre use preference matrix = (pui)m×n. m is the number of users and n is 
the number of items,rui is user u’s rating of item i. According to the 
analysis in 3.2, the rated items are positive samples, and the pre-use 
preference is set to 1. All unrated items are regarded as negative sam
ples, and the pre-use preference is set to 0: 

pui =

{
0, rui = null
1, rui ∕= null (1) 

Because the unrated items are not all negative samples, this paper 
constructs the weight matrix W = (wui)m×n. For rated items, we set their 
weights wui = 1 represents the confidence that it is a positive sample. For 
the unrated item, its weight wui ∈ [0,1] represents the confidence that it 
is a negative sample, The higher the weight, the higher the confidence 
that it is a negative sample. 

Define user u’s activity αu is number of ratings for this user,αu =
∑n

i=1pui. User u’s rating time for item i is tui, we define user u’s active 
period is [tmin, tmax].tmin is user u’s earliest rating time,tmax is user u’s 
latest rating time. We define the popularity of item i βi is the number of 
ratings of item i during the user u’s active period [tmin, tmax], βi =
∑m

u=1pui, tui ∈ [tmin, tmax]. After smoothing α and β with log function, the 
maximum value is used for normalization. Smoothing can alleviate the 
impact of a few extremely active users or popular items: 

α̂u =
log(αu)

max(log(α)) (2)  

β̂i =
log(βi)

max(log(β))
(3) 

α̂u and β̂ i are linearly weighted (weight coefficient ε ∈ [0,1]). 

wui =

{
1, pui = 1

εα̂u + (1 − ε)β̂i, pui = 0 (4) 

Weight matrix W can be constructed by Eq.(4). We use pre-use 
preference matrix P and weight matrix W to construct the weighted 
matrix factorization.Matrix P can be decomposed into two low-rank 
matrices X and Y. eALS is chosen to optimize the objective function J: 

J =
∑m

u=1

∑n

i=1
wui(pui− r̂ui)

2
+ λ

(
∑m

u=1

⃒
⃒
⃒
⃒xu
⃒
⃒
⃒
⃒2 +

∑n

i=1

⃒
⃒
⃒
⃒yi
⃒
⃒
⃒
⃒2
)

(5) 

X ∈ Rk×m,Y ∈ Rk×n represent the implicit factor matrix of users and 
items respectively,k is the number of features. xu represents the u row of 
matrix X,yi represents the i row of matrix Y, they represent latent fea
tures vector for user u and item i. r̂ui = xuyi

T, λ is a regularization 
parameter. To minimize the loss function J, we first random initializa
tion X and Y, then get the derivative of objective function Eq. (5) with 
respect to xuf : 

∂J
∂xuf

= − 2
∑n

i=1

(
pui− r̂ f

ui

)
wuiyif + 2xuf

∑n

i=1
wuiy2

if + 2λxuf (6) 

Herer̂ f
ui = r̂ui − xuf yif . By setting ∂J

∂xuf
= 0, the solution of xuf can be 

obtained: 

xuf =

∑n
i=1

(
pui− r̂ f

ui

)
wuiyif

∑n
i=1wuiy2

if + λ
(7) 

Similarly, the solution of yif can be obtained: 

yif =

∑m
u=1

(
pui− r̂ f

ui

)
wuixuf

∑m
u=1wuix2

uf + λ
(8) 

The objective function can be optimized by repeating Eq. (7) and Eq. 
(8) until matrices and converge to a local optimum. Finally, matrix P̂ 
can be approximated by calculating an inner product of X and Y, P̂ =

XYT. Each element p̂ui in matrix P̂ represents a pre-use preference of 
user u for item i, p̂ui ∈ [0, 1], the closer to 1, the higher the pre-use 
preference. 

3.4. Mining and filling of uninteresting items 

After calculating the pre-use preferences of unrated items, we can 
identify items that users are not interested in. Firstly, the θ% items with 
the lowest pre-use preference is used as a candidate for the uninteresting 
items, and parameters θ can be adjusted in order to avoid identifying 
items that users may be interested in as uninteresting item. For each user 
u, nu items with the lowest pre-use preference among the candidates can 
be selected as uninteresting items, where nu = ratio*ru, ru is the number 
of observed ratings by user u. Here ratio controls the proportion of un
interesting items to observed ratings. If the ratio setting is too low and 
the filling quantity is small, the influence of user selection bias may not 
be fully alleviated. If the ratio is set too high, the rating data may be 
biased to the user’s negative preference. The parameter ratio can be 
adjusted to achieve the best recommendation accuracy. 

When the missing item is identified as uninteresting item, a low value 
will be filled. Because users will not interact with an item with low pre- 
use preference, filling it with a low value can prevent it from being 
recommended and alleviate the problem of lack of negative samples due 
to user selection bias. We adopts a unified low value σ and adjust it to 
achieve the best recommendation accuracy. 

It is worth mentioning that our filling method can be applied to any 
collaborative filtering algorithm, because it only replaces the original 
rating matrix with the filled matrix. In other words, this method is 
orthogonal to all collaborative filtering algorithms and can be easily 
applied. 

4. Experiments 

4.1. Experimental setup 

We evaluate on three real-world datasets: MovieLens 100 k,1 Mov
ieLens latest2 and Amazon CDs.3 Since the high sparsity of the original 
datasets makes it difficult to evaluate recommendation algorithms(over 
half users have only one rating in Amazon CDs).We follow the common 
practice of MovieLens 100 k to filter out users and items with less than 
20 interactions. The statistical data are shown in Table 1. 

For topN recommendation, N is the number of items recommended 
for each user, with values of 5, 10 and 20. For each data set, 80 % of the 
ratings were randomly selected as training data and the remaining 20 % 

Table 1 
Dataset Statistics.  

Dataset MovieLens 100 k MovieLens latest Amazon CDs 

#Ratings 100,000 100,836 105,157 
#Users 943 610 2588 
#Items 1682 9742 2294 
Sparsity 93.7 % 98.3 % 98.2 %  

1 https://files.grouplens.org/datasets/movielens/ml-100k.zip.  
2 https://files.grouplens.org/datasets/movielens/ml-latest.zip.  
3 https://snap.stanford.edu/data/amazon/productGraph/categoryFiles/rati 

ngs_CDs_and_Vinyl.csv. 
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as test data. Five cross-validations for all experimental results are per
formed. Only the items with 4 and 5 are considered as relevant items, 
because it is more meaningful to successfully recommend highly rated 
items(Cremonesi, Koren & Turrin, 2010). Three metrics are used to 
measure the accuracy of topN recommendation: precision, recall, 
normalized discounted cumulative gain(NDCG): 

Precision =

∑
u∈U |R(u) ∩ T(u) |
∑

u∈U |R(u)|
(9)  

Recall =
∑

u∈U |R(u) ∩ T(u) |
∑

u∈U |T(u)|
(10)  

NDCG@N =
DCG@N
IDCG@N

;DCG@N =
∑N

i=1

2reli − 1
log2(i + 1)

(11) 

Where R(u) is a group of items recommended to user u, and T(u) is 
the relevant items of user u in the test set. DCG@N is discounted cu
mulative gain and make the top ranked items in R(u) gain higher, the 
bottom ranked items are discounted.reli indicates whether the item 
ranked i in R(u) is in T(u). If it exists, thenreli = 1, otherwisereli = 0. 
IDCG@N is the value of DCG@N in the ideal case. 

4.2. Verification of selection bias and its impact 

Firstly, the observed rating data has user selection bias, which is 
clearly reflected in the three real-world datasets. The rating distribution 
is shown in Table 2. 

According to Table 2, it can be observed that there are far more high 
ratings than low ratings. In order to verify its impact on collaborative 
filtering algorithm for topN recommendation, a group of simple filling 
experiments are set up. First, for MovieLens 100 k, MovieLens latest and 
Amazon CDs datasets, we randomly selected 100 unrated items for each 
user respectively. The first group uses EMDP algorithm to fill in these 
unrated items, which is a filling algorithm based on observed ratings 
mentioned in section2, using the same parameter settings as in paper 
(Ma, King & Lyu, 2007). The second group fills these random unrated 
items with Zere points(RZF), which is equivalent to randomly selecting 
uninteresting items among the missing data. It is the simplest imple
mentation of our approach. The experiment uses two most classic and 
widely used collaborative filtering algorithms ItemCF (Sarwar et al., 
2001) and BiasSVD (Koren, Bell & Volinsky, 2009) to compare the 
impact of the two filling algorithms on topN recommendation before 
and after filling. The experimental results are shown in Tables 3. 

According to Table 3, in the two datasets, RZF simply fills the un
rated items with 0, which alleviates the problem of lack of negative 
samples due to user selection bias, and can significantly enhance the 
topN recommendation accuracy. EMDP predicts the unrated item rating 
and fills it according to the observed ratings, and the effect is not obvious 
or even worse. The rating distribution filled by EMDP algorithm is 
shown in Fig. 1. 

According to Fig. 1, it can be clearly observed that EMDP algorithm 
fills high ratings for most unrated items. This is consistent with the 
analysis in the section 2. The filling algorithm based on the observed 
rating is often affected by the user’s selection bias. However, this does 
not accord with the real rating distribution and exacerbates the impact 
of user selection bias. It can also explain why its recommendation ac
curacy is poor. Through this set of comparative experiments, the influ
ence of user selection bias on topN recommendation is sufficiently 
proved. As the simplest implementation of our approach, RZF also ver
ifies the effectiveness of our approach. 

Table 2 
Rating Distribution.  

Dataset MovieLens 100 k MovieLens latest Amazon CD 

Low ratings(1 or 2)  17.48 %  13.41 %  8.36 % 
High ratings(3、4 or 5)  82.52 %  86.59 %  91.64 %  

Table 3 
Accuracy of two methods.  

Datasets Metrics ItemCF BiasSVD EMDP + ItemCF EMDP + BiasSVD RZF+
ItemCF 

RZF+
BiasSVD 

MovieLens 100 k P@5  0.0789  0.0815  0.0705  0.0793  0.2073  0.2085 
R@5  0.0244  0.0274  0.0240  0.0285  0.1013  0.1197 
NDCG@5  0.0834  0.0878  0.0698  0.0760  0.2315  0.2359 

MovieLens latest P@5  0.0632  0.0653  0.0259  0.0392  0.1357  0.1424 
R@5  0.0224  0.0233  0.0221  0.0134  0.0631  0.0727 
NDCG@5  0.0696  0.0715  0.0355  0.0431  0.1501  0.1635 

Amazon CD P@5  0.0119  0.0125  0.0186  0.0199  0.0703  0.0751 
R@5  0.0078  0.0084  0.0139  0.0142  0.0514  0.0547 
NDCG@5  0.0131  0.0145  0.0207  0.0223  0.0827  0.0883  

(a) MovieLens 100k                                     (b) MovieLens latest                                         (c) Amazon CD  
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Fig. 1. Rating distributions.  
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4.3. Experiment of Pre-use preference model 

Two algorithms WRMF (Hu, Koren & Volinsky, 2008) and eALS (He, 
Zhang, Kan & Chua, 2016) are used as comparison algorithms. They are 
the same as ITV-eALS. They are all algorithms based on whole data 
learning to solve the one-class problem of implicit feedback. 

WRMF: It is the most classical one-class collaborative filtering 
method. All unrated items are regarded as negative samples and given a 
smaller unified weight. 

eALS: It is the most advanced implicit matrix decomposition method, 
which regards all unrated items as negative samples and weights them 

according to the popularity of items. 
It should be noted that due to implicit feedback, different from the 

setting in 4.1, all ratings in the test set are set as related items, rather 
than only 4 and 5 as related items. Because they are all implicit matrix 
factorization models, the number of features k = 20 and regularization 
parameterλ = 0.01. The parameters of WRMF and eALS are adjusted 
according to the method of paper. As for ITV-eALS, ε is weight coeffi
cient of user activity and item popularity,we increase the value range 
from 0 to 1 in 0.1 increments. The experimental results of recommen
dation accuracy P@5 is shown in Fig. 2. 

According to Fig. 2,we set weight coefficientε = 0.8 in MovieLens 
100 k, setε = 0.7 in MovieLens latest and setε = 0.5 in Amazon CDs.The 
experimental results are shown in Table 4. 

According to Table 4, ITV-eALS can obtain the best recommendation 
accuracy on all datasets. This shows that combining the user activity and 
the popularity of items during user active period can more accurately 
identify the items that see-but-not-interact. Compared with the existing 
weighting strategy, it realizes the fine-grained weighting of unrated 
items. Therefore, it can more accurately infer the user’s pre-use pref
erence for unrated items, which is very important to identify the unin
teresting items in the following work. The range of pre-use preference is 
[0,1], and the pre-use preference distribution of unrated items is shown 
in Table 5. 

According to Table 5, users have low pre-use preferences for most 
unrated items, which means users are not interested in most unrated 
items. This is consistent with the description of related work in section 2. 
At the same time, this can also verify the reason why EMDP and other 
filling algorithms only based on existing ratings fill in high rating for 
most unrated items, but the effect is worse, because it violates the fact 
that users are not interested in most unrated items and cannot reflect 
users’ real preferences. This also proves the effectiveness of the our 
approach, because this restores the user’s real preferences of users. 
Compared with the existing ratings with user selection bias, the filled 
rating matrix can better reflect the real rating distribution of users, 

(a) MovieLens 100k                                     (b) MovieLens latest                                         (c) Amazon CD  
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Fig. 2. Influence of ε.  

Table 4 
Accuracy of three methods.  

DataSets Metrics WRMF eALS ITV-eALS 

MovieLens 100 k P@5  0.4017  0.4184  0.4390 
R@5  0.1471  0.1494  0.1582 
NDCG@5  0.4282  0.4468  0.4697 

Movielens Latest P@5  0.3159  0.3195  0.3373 
R@5  0.0903  0.0932  0.0970 
NDCG@5  0.3339  0.3392  0.3575 

Amazon CDs P@5  0.1718  0.1846  0.1989 
R@5  0.1083  0.1159  0.1236 
NDCG@5  0.1943  0.2047  0.2155  

Table 5 
Distribution of pre-use preferences.  

pre-use preferences MovieLens 100 k MovieLens latest Amazon CDs 

[0,0.2)  92.64 %  97.24 %  96.71 % 
[0.2,0.4)  5.40 %  2.03 %  2.73 % 
[0.4,0.6)  1.48 %  0.52 %  0.36 % 
[0.6,0.8)  0.38 %  0.15 %  0.17 % 
[0.8,1]  0.1 %  0.06 %  0.03 %  

(a) MovieLens 100k                                     (b) MovieLens latest                                         (c) Amazon CD  
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Fig. 3. Influence of θ.  
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which is helpful for collaborative filtering algorithm to recommend 
more accurately.. 

4.4. Experiment of our data filling based on ITV-eALS 

4.4.1. Influence of parameters 
ItemCF and BiasSVD were used to observe the effect of filling on topN 

recommendation. 
Firstly, an error rate is defined to represent the probability of iden

tifying the relevant items in the test set as uninteresting items when 
setting the parameter θ: 

error =

∑
u∈U |B(u) ∩ T(u)|
∑

u∈U |T(u)|
(12) 

where B(u) represents the uninteresting items of user u, T(u) repre
sents the relevant items of user u in the test set. 

θ control the candidate items of uninteresting items, increase the 
value range from 0 % to 90 % in 10 % increments, range from 90 % to 
100 % in 2 % increments,and observe the change of error at different 
values. The experimental results are shown in Fig. 3. 

According to Fig. 3, error rate have the same trend in both datasets, 
when θ is greater than 90 %,the error rate will rise very fast. In other 
words, it is likely to lead to the identification of items of interest to users 
as uninteresting items. Therefore, we setθ = 90 %. 

Then fixedθ = 90 %, the parameter ratio starts from 0 to 16 and in
creases in increments of 2. The experimental results of recommendation 
accuracy P@5 are shown in Fig. 4. 

It can be observed that when the ratio is between 0 and 16, The P@5 
of recommendation show similar trends, and they all increase steadily 
with the increase of ratio. It is well understood that the change is rela
tively gentle after the ratio reaches 10. At this time, enough negative 
samples have been filled to alleviate the problem of lack of negative 
samples caused by user selection bias. As the ratio increases, uninter
esting items will be further excluded from the topN recommendation, 
which helps to improve accuracy. Considering the above problems, ratio 
can be set as 16. 

Whenθ = 90 %, ratio=16, and parameter σ take values from 0 to 5, 
the experimental results of recommendation accuracy P@5 are shown in 
Table 6. 

According to Table 6, when parameter σ is less than 3, the accuracy 
P@5 does not change significantly, which indicates that our method is 
not sensitive to the low value of filling. It can be observed that when σ 
exceeds 3, accuracy decreases significantly. This is due to the high fill 
rating, which exacerbates the lack of negative samples. However, the 
ratio is 16 at this time, and most uninteresting items have been excluded 
from the topN recommendation candidate. Compared the results in 
Table 3, the accuracy is still better than that before filling. This also 
proves the effectiveness of the strategy of excluding uninteresting items 
from the topN recommendation list. It can also be observed that filling 
an appropriate low value is more effective than filling an extreme rating 
of 0 (Hwang et al., 2016; Cremonesi, Koren & Turrin, 2010). 

4.4.2. Experimental results of data filling based on ITV-eALS 
In order to verify the effectiveness of data filling based on ITV-eALS, 

ItemCF and BiasSVD are used to compare the impact of our approach on 
topN recommendation before and after filling. At the same time, several 
classical recommendation algorithms are selected for comparison, and 
the brief description of each algorithm is as follows:  

(1) ItemKNN (Hu, Koren & Volinsky, 2008):It is the most popular 
variant of ItemCF for topN recommendation, and it is also the 
popular baseline method at present. We adopt the same setting.  

(2) PureSVD (Cremonesi, Koren & Turrin, 2010): It fill all unrated 
items with 0, and then perform traditional singular value 
decomposition.  

(3) ITV-eALS: The weighted matrix factorization algorithm based on 
user visibility is used to calculate the pre-use preference of un
rated items in this paper.  

(4) eALS (He et al., 2017): This is a weighted matrix factorization 
method for item recommendation, treating all unobserved in
teractions as negative instances and weighting them non- 
uniformly by the item popularity.  

(5) CDAE (Wu et al., 2016): It uses a denoising autoencoder structure 
for CF while integrating user-specific latent features.  

(6) NeuMF (He et al., 2017): This is a state-of-the-art algorithm of 
matrix factorization that uses a multi-layer neural network to 
learn the interaction function between users and items. 

(a) MovieLens 100k                                     (b) MovieLens latest                                         (c) Amazon CD  
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Fig. 4. Influence of ratio.  

Table 6 
Influence of σ.  

DataSets Metrics 0 1 2 3 4 5 

MovieLens 100 k BiasSVD  0.3234  0.3339  0.3197  0.2595  0.1661  0.0608 
ItemCF  0.2639  0.2821  0.2852  0.2684  0.1728  0.0269 

Movielens Latest BiasSVD  0.2452  0.2519  0.2486  0.2044  0.1246  0.0432 
ItemCF  0.2127  0.2230  0.2194  0.1816  0.1175  0.0278 

Amazon CDs BiasSVD  0.1532  0.1586  0.1617  0.1067  0.0384  0.0078 
ItemCF  0.1336  0.1352  0.1381  0.0894  0.0357  0.0049  
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According to Table 7, Table 8 and Table 9, only considering the 
existing rating data, the accuracy of ItemCF, BiasSVD and AutoRec is not 
ideal. After filling with our approach, the recommendation accuracy of 
ItemCF, BiasSVD and AutoRec is significantly improved. This fully 

shows that the effective use of users’ negative preferences implied by 
missing data plays a positive role in topN recommendation. ItemKNN 
recommends items with high similarity to their rated items for users, and 
sorts them by calculating non standardized preferences, avoiding the 

Table 7 
Accuracy in the MovieLens 100 k.  

Metrics ItemCF BiasSVD AutoRec MLP ITV-eALS +
ItemCF 

ITV-eALS +
BiasSVD 

ITV-eALS +
AutoRec 

ITV-eALS +
MLP 

ItemKNN PureSVD ITV- 
eALS 

P@5  0.0789  0.0815  0.1071  0.1493  0.2852  0.3339  0.3442  0.228  0.2567  0.2806  0.3041 
P@10  0.0766  0.0756  0.0930  0.1382  0.2456  0.2721  0.2967  0.1847  0.2127  0.2261  0.2491 
P@20  0.0694  0.0631  0.0808  0.1181  0.1935  0.2103  0.2443  0.1439  0.1643  0.1724  0.1949 
R@5  0.0244  0.0274  0.0260  0.0536  0.1492  0.1796  0.1090  0.0697  0.1373  0.1663  0.1760 
R@10  0.0496  0.0523  0.0436  0.0901  0.2477  0.2782  0.1800  0.0991  0.2219  0.2560  0.2693 
R@20  0.0981  0.0884  0.0775  0.1502  0.3739  0.4157  0.2874  0.1412  0.3286  0.3717  0.3957 
NDCG@5  0.0834  0.0878  0.1041  0.161  0.3141  0.3793  0.3653  0.2317  0.2910  0.3238  0.3494 
NDCG@10  0.0843  0.0866  0.0979  0.1604  0.3152  0.3688  0.3469  0.2091  0.2896  0.3183  0.3443 
NDCG@20  0.0931  0.0896  0.0977  0.167  0.3326  0.3863  0.3465  0.1947  0.3011  0.3364  0.3649  

Table 8 
Accuracy in the MovieLens latest.  

Metrics ItemCF BiasSVD AutoRec MLP ITV-eALS +
ItemCF 

ITV-eALS +
BiasSVD 

ITV-eALS +
AutoRec 

ITV-eALS +
MLP 

ItemKNN PureSVD ITV- 
eALS 

P@5  0.0632  0.0653  0.1018  0.0828  0.2230  0.2519  0.2302  0.1038  0.1986  0.2324  0.2355 
P@10  0.0521  0.0546  0.0888  0.0601  0.1886  0.2012  0.2030  0.0941  0.1629  0.1842  0.1947 
P@20  0.0439  0.0447  0.0672  0.0443  0.1486  0.1625  0.1740  0.0893  0.1283  0.1431  0.1495 
R@5  0.0224  0.0233  0.0219  0.0156  0.1027  0.1231  0.0628  0.0196  0.094  0.1103  0.1240 
R@10  0.0353  0.0347  0.0403  0.0218  0.1620  0.1827  0.1090  0.0326  0.1537  0.1634  0.1860 
R@20  0.0586  0.0590  0.0592  0.0295  0.2414  0.2738  0.1806  0.0694  0.2323  0.2334  0.2709 
NDCG@5  0.0696  0.0715  0.1065  0.0822  0.2423  0.2807  0.2343  0.1128  0.2191  0.2596  0.2676 
NDCG@10  0.0642  0.0663  0.0963  0.0681  0.2343  0.2778  0.2254  0.1055  0.2141  0.2436  0.2609 
NDCG@20  0.0665  0.0670  0.0878  0.0577  0.2402  0.2765  0.2298  0.1096  0.2247  0.2461  0.2694  

Table 9 
Accuracy in the Amazon CDs.  

Metrics ItemCF BiasSVD AutoRec MLP ITV-eALS +
ItemCF 

ITV-eALS +
BiasSVD 

ITV-eALS +
AutoRec 

ITV-eALS +
MLP 

ItemKNN PureSVD ITV- 
eALS 

P@5  0.0119  0.0125  0.0139  0.0478  0.1381  0.1617  0.1398  0.0565  0.1178  0.1346  0.1452 
P@10  0.0092  0.0097  0.0105  0.0423  0.1086  0.1263  0.1103  0.0467  0.0918  0.1043  0.1158 
P@20  0.0069  0.0074  0.0095  0.0341  0.0839  0.0981  0.0855  0.0355  0.0667  0.0759  0.0853 
R@5  0.0078  0.0084  0.0082  0.0333  0.1072  0.1227  0.0908  0.0353  0.0906  0.1008  0.1136 
R@10  0.0120  0.0133  0.0122  0.0580  0.1639  0.1860  0.1437  0.0598  0.1382  0.1530  0.1745 
R@20  0.0177  0.0202  0.0248  0.0934  0.2515  0.2679  0.2185  0.0924  0.1998  0.2221  0.2562 
NDCG@5  0.0131  0.0145  0.0159  0.0503  0.1662  0.1908  0.1581  0.0609  0.1421  0.1581  0.1749 
NDCG@10  0.0132  0.0149  0.0145  0.0522  0.1760  0.1975  0.157  0.0624  0.1448  0.1609  0.1804 
NDCG@20  0.0147  0.0171  0.019  0.0643  0.1971  0.2232  0.1806  0.0728  0.1644  0.1832  0.2077  

(a) Only high ratings are considered                                               (b) All ratings are considered   
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Fig. 5. Results of MovieLens 100 k.  
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bias of ranking by rating prediction. Therefore,it shows better accuracy 
than ItemCF. However, it only considers the rated data. ITV-eALS +
ItemCF makes full use of the missing data, alleviates the user’s selection 
bias, so the recommendation accuracy is better than ItemKNN. 

Comparing PureSVD with RZF algorithm in Tables 3, our approach 
also shows better recommendation accuracy. Because PureSVD simply 
takes all unrated items as uninteresting items, RZF randomly selects 
uninteresting items from unrated items, and it does not really identify 
uninteresting items in missing data. This shows the effectiveness of 
accurately identifying uninteresting items. 

As one of the state-of-the-art recommendation algorithms based on 
implicit feedback, ITV-eALS takes into account both observed data and 
missing data, makes full use of the negative preference implied by 
missing data. Therefore, it shows quite high accuracy but is still below to 
ITV-eALS + BiasSVD. However, implicit feedback is different from 
explicit feedback, which can not clearly express user preference and its 
degree. 

In order to further explore the difference between implicit feedback 
method and explicit feedback method in topN recommendation, we use 
ITV-eALS + BiasSVD to compare with the current popular recommen
dation algorithm based on implicit feedback. Two groups of experiments 
are set up. The first group adopts the same setting as previous experi
ments, only the items with ratings of 4 and 5 in the test set are consid
ered as related items in order to observe the recommendation effect of 
the algorithm on the items with high rating. The second group takes all 
items in the test set as related items, that is, it only considers whether 

users interact with items, and does not care whether they give high or 
low rating after interaction. The experimental results are shown in 
Fig. 5, Fig. 6 and Fig. 7. 

According to Fig. 5, Fig. 6 and Fig. 7, ITV-eALS + BiasSVD shows 
similar accuracy to the currently popular topN recommendation algo
rithm based on implicit feedback in both groups of experiments. The 
classical recommendation algorithm based on explicit feedback can also 
show good recommendation accuracy after eliminating the influence of 
selection bias. 

In the first group of experiments, when only the items with high 
rating in the test set are considered, the accuracy of ITV-eALS + BiasSVD 
is better than other methods based on implicit feedback which shows the 
limitation of implicit feedback. Implicit feedback is not clear about the 
expression of user preferences, and can not express the degree of pref
erences. In other words, the implicit feedback method only considers the 
pre-use preferences. However, a high pre-use preference does not 
necessarily mean a high post-use preference. This may lead to recom
mend items that will not have high rating after actual interaction. 

In a word, the method based on implicit feedback is more inclined to 
recommend the items that users may interact with, but it can not 
guarantee whether users will like it after interaction, which is consistent 
with the results of the second group of experiments. The implicit feed
back methods have better accuracy when all the ratings of the test set are 
considered. However, there is obviously a risk of recommending items 
that users do not like after actual interaction and resulting in worse user 
experience. 

(a) Only high ratings are considered                                               (b) All ratings are considered   
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Fig. 6. Results of MovieLens latest.  
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We use the data filling based on ITV-eALS accurately identify the 
uninteresting items in the missing data and inject them into the existing 
ratings, which helps explicit feedback methods overcome the problem of 
user selection bias. In other words, we fully integrate the advantages of 
explicit feedback and implicit feedback, so it can make more reliable 
recommendations to ensure that users are satisfied before and after 
purchase. As the experimental results show, although it is the basic al
gorithm, it shows better accuracy than other comparison algorithms 
under the enhancement of our approach. 

5. Conclusion 

We analyze and demonstrate the impact of user selection bias on 
topN recommendation in explicit rating data and further analyze the 
limitations of existing methods that only consider the observed ratings. 
Based on these analysis, we propose a general data filling strategy based 
on uninteresting items, which makes full use of the negative preference 
implied by missing data. In order to mine uninteresting items in missing 
data, the concept of pre-use preference is proposed. According to the 
experience that see-but-not-interact items show users’ negative prefer
ences, we combined with user activity, item popularity and time factors 
to measure users’ visibility to the items. Based on this, ITV-eALS algo
rithm is proposed to model the pre-use preferences of missing data. 
Items with low pre-use preference are regarded as uninteresting items 
and filled with low values. Through comprehensive experiments, we 
demonstrated that our approach can effectively improve the accuracy of 
collaborative filtering algorithm without using any auxiliary informa
tion,and our results show that the explicit feedback method shows better 
recommendation performance than the implicit feedback method after 
alleviating the selection bias. Furthermore, our approach is orthogonal 
to various existing collaborative filtering algorithms, so it can be easily 
applied. 
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